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In the last years a lot of new developed and popular algorithms from the field of machine learning were used for
spatial prediction models in digital soil mapping, i.e. support vector machines or ensemble tree methods such
as random forests or boosted regression trees. These models have proven as very powerful and demonstrated
promising results in many case studies.

One great pitfall of these models is that they tend to overfit the training data. So the challenge when using these
models in digital soil mapping is to choose the right values for the tuning parameters and evaluate the prediction
ability of the fitted model on an independent test set. A successful prediction of soil types or soil properties
depends on a sound and representative training and test-dataset.

In this study, we present a comparison of the statistical model quality (prediction error on an independent test
dataset and the out-of-bag error) with findings of an extensive field campaign. We trained and tested random forest
models for the prediction of soil map units in four different study areas over an area of altogether 4200 km?2 in
Bavaria (Germany). In a subsequent field campaign, we validated our predictions at 4500 locations. Our main
focus was to validate map units with a high model error in order to improve their prediction. Our attention was
not only to validate in strict true or false (like a statistical model validation), but also to evaluate the taxonomic
distance of our results, i.e. the soil type, layering, or substrate. This approach provides further insights into
possible reasons and spatial patterns of wrong predictions.



