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Probabilistic forecasting has become popular in the last decades. Hydrological probabilistic forecasts have been
based either on uncertainty processors (Krzysztofowic, 1999; Todini, 2004; Todini, 2008) or on ensembles, fol-
lowing meteorological traditional approaches and the establishment of the HEPEX program (http://hepex.irstea.fr.
Unfortunately, the direct use of ensembles as a measure of the predictive density is an incorrect practice, because
the ensemble measures the spread of the forecast instead of, following the definition of predictive uncertainty, the
conditional probability of the future outcome conditional on the forecast.
Only few correct approaches are reported in the literature, which correctly use the ensemble to estimate an
expected conditional predictive density (Reggiani et al., 2009), similarly to what is done when several predictive
models are available as in the BMA (Raftery et al., 2005) or MCP(Todini, 2008; Coccia and Todini, 2011)
approaches.
A major problem, limiting the correct use of ensembles, is in fact the difficulty of defining the time dependence
of the ensemble members, due to the lack of a consistent ranking: in other words, when dealing with multiple
models, the ith model remains the ith model regardless to the time of forecast, while this does not happen when
dealing with ensemble members, since there is no definition for the ith member of an ensemble.
Nonetheless, the MCP approach (Todini, 2008; Coccia and Todini, 2011), essentially based on a multiple
regression in the Normal space, can be easily extended to use ensembles to represent the local (in time) smaller
or larger conditional predictive uncertainty, as a function of the ensemble spread. This is done by modifying the
classical linear regression equations, impliying perfectly observed predictors, to alternative regression equations
similar to the Kalman filter ones, allowing for uncertain predictors. In this way, each prediction in time accounts
for both the predictive uncertainty of the ensemble mean and that of the ensemble spread.
The results of this new approach are illustrated by using data and forecasts from an operational real time flood
forecasting.
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