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MyOcean (http://www.myocean.eu) is providing a pre-operational service, for forecasts, analysis and expertise on
ocean currents, temperature, salinity, sea level, primary ecosystems and ice coverage. Since 2009, three successive
projects (MyOcean-I, MyOcean-II and MyOcean-Follow-on) have been designed to prepare and to lead the
demonstration phases of the future Copernicus Marine Environment Monitoring Service.
The main goal of these projects was to build a system of systems offering the users a unique access point to
European oceanographic data. Reaching this goal at European level with 59 partners from 28 different countries
was a real challenge: initially, each local system had its own human processes and methodology, its own interfaces
for production and dissemination. At the end of MyOcean Follow-on, any user can connect to one web portal,
browse an interactive catalogue of products and services, use one login to access all data disseminated through
harmonized interfaces in a common format and contact a unique centralized service desk. In this organization the
central information system plays a key role.
The production of observation and forecasting data is done by 48 Production Units (PU). Product download and
visualisation are hosted by 26 Dissemination Units (DU). All these products and associated services are gathered
in a single system hiding the intricate distributed organization of PUs and DUs.
This central system will be presented in detail, including notably the technical choices in architecture and
technologies which have been made and why, and the lessons learned during these years of real life of the system,
taking into account internal and external feedbacks. Then, perspectives will be presented to sketch the future of
such system in the next Marine Copernicus Service which is meant to be fully operational from 2015 onwards.


