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Geosciences have always been a discipline where very large datasets and complex models were processed.
However, many of its fields of research started only recently to employ the possibilities of massively parallel
computing. An important factor is the prevalence of unoptimised standard software which is utilising only one
CPU in the established workflows although even present desktop computers provide 2-8 CPUs.

Using high-level programming or scripting languages is an established alternative to benefit from the computing
power of commercially available hardware.

General-purpose computing on graphics processing units (GPGPU) provided the access to parallel process-
ing without the technical and financial complexities of traditional super computing. However this approach
requires the scientist to write program code for specific APIs (CUDA, OpenCL) which were not common in most
fields within the geosciences.

Using manycore x86/x64 based designs like the Intel Xeon Phi [1] allows the research to employ already
commonly used tools like Python with its NumPy [2] and SciPy [3] extensions and libraries and the R program-
ming language for statistical computing within a Linux environment.

In our first case we use pyMIC [4] to offload processing and analysing RapidEye 3A ortho product [5] re-
mote sensing data of central Portugal. Atmospheric correction and object-based classification is done with
RSGISLib [6]. We will compare processing time and optimisation effort for this approach.

Hyperspectral Vegetation Indices can be applied to assess biophysical parameters and to discriminate types
of vegetation [7]. In our second case study we will calculate Hyperspectral Vegetation Indices (HVIs) based on
airborne hyperspectral data from SW Portugal (EUFAR TA project "DelnVader", EUFAR11-06) using the hsdar R
package [8] Intel Xeon Phi Automatic Offload, with Intel Math Kernel Library [9]. We will assess the computation
efficiency of our manycore approach to conventional parallelisation.
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