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Non-linear shallow water equations (NSWE) are used to solve the propagation and coastal amplification of long
waves and tsunamis. Leap Frog scheme of finite difference technique is one of the satisfactory numerical methods
which is widely used in these problems. Tsunami numerical models are necessary for not only academic but also
operational purposes which need faster and accurate solutions. Recent developments in information technology
provide considerably faster numerical solutions in this respect and are becoming one of the crucial requirements.
Tsunami numerical code NAMI DANCE uses finite difference numerical method to solve linear and non-linear
forms of shallow water equations for long wave problems, specifically for tsunamis. In this study, the new
code is structured for Graphical Processing Unit (GPU) using CUDA API. The new code is applied to different
(analytical, experimental and field) benchmark problems of tsunamis for tests. One of those applications is 2011
Great East Japan tsunami which was instrumentally recorded on various types of gauges including tide and wave
gauges and offshore GPS buoys cabled Ocean Bottom Pressure (OBP) gauges and DART buoys. The accuracy
of the results are compared with the measurements and fairly well agreements are obtained. The efficiency and
performance of the code is also compared with the version using multi-core Central Processing Unit (CPU).
Dependence of simulation speed with GPU on linear or non-linear solutions is also investigated. One of the results
is that the simulation speed is increased up to ~75 times comparing to the process time in the computer using
single 4/8 thread multi-core CPU. The results are presented with comparisons and discussions. Furthermore how
multi-dimensional finite difference problems fits towards GPU architecture is also discussed.
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