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Ice sheet models (ISMs) require a variety of inputs which are known with different levels of certainty. Our current
knowledge of ISM sensitivities is mainly based on single or multi parameter perturbation studies which cover only
a small subset of all model inputs due to the high dimensionality of ISMs and computational constraints. Here
we present a framework to enhance this approach to a systematic statistical investigation of all major sensitivities
based on the well-known Bayes probability theory.

We demonstrate that a principal component decomposition can be used to drastically reduce the dimen-
sionality of field type components while retaining their structure. However, a systematic perturbation of all inputs
is still not computationally feasible with grounding line resolving ISMs. Therefore we propose a Gaussian Process
(GP) model trained on a set of ISM runs to emulate its behaviour and with it the sensitivities to input parameters.
The beauty of a GP model is amongst other things that it provides probability distributions instead of only “best”
estimates which promotes an iterative emulation: an initial set of ISM runs is used to train a GP model as emulator.
This emulator is used to identify new ISM setups which are of high interest to improve the emulation (i.e. have
wide probability distributions). Performing those setups leads to an updated emulator, and so forth.

This framework is not only a cost effective tool for ice sheet model analytics but also for predictive pur-
poses. Applications may include model calibrations, updates of revised input datasets and setup adjustments for
model inter comparisons with virtually no additional computational cost.


