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The random forests’ univariate time series forecasting properties have remained unexplored. Here we assess the
performance of random forests in one-step forecasting using two large datasets of short time series with the aim
to suggest an optimal set of predictor variables. Furthermore, we compare their performance to benchmarking
methods. The first dataset consists of 16 000 simulated time series from a variety of Autoregressive Fractionally
Integrated Moving Average (ARFIMA) models. The second dataset consists of 135 mean annual temperature time
series. The random forests performed better mostly when using a few recent lagged predictor variables. A possible
explanation of this result is that increasing the number of lagged variables decreases the length of the training
set and simultaneously decreases the information exploited from the original time series during the model fitting
phase. Furthermore, the random forests were comparable to the benchmarking methods.


