
Transfer learning applications 
in hydrologic modeling
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http://pangeo.io/
http://xarray.pydata.org/en/stable/
https://dask.org/
https://jupyter.org/
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https://vic.readthedocs.io/en/master/
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Precip, Tmin, Tmax

Black Box

SW, LW, RH, Pres

https://www.ntsg.umt.edu/project/mt-clim.php


Precip, Tmin, Tmax, SW, VP

LSTM

Streamflow

Precip, Tmin, Tmax

Black Box



Study Questions
1. Does training with derived variables (e.g. 

VP, SW as in Kratzert et al. 2018) contribute 
to additional model skill? 

2. Can we encode the “derivation” inside the 
ML model itself, enabling transfer learning 
from disparate data sources?



Q = LSTM(Precip, Tmin, Tmax)
Q = LSTM(Precip, Tmin, Tmax, VP, SW)

https://ral.ucar.edu/solutions/products/camels
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● Few high-quality flux tower observations 
exist (~200 long term Fluxnet sites)

● Strong sample bias toward NA and Europe

● Could we use global reanalysis to pre-train 
the meteorological parts (SW, LW, VP, 
Pres.) of our transfer learning model 
before training (tuning) on the flux tower 
data?

https://github.com/jhamman/met-ml
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