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Background
Concerns regarding tight sandstone reservoirs have become 
crucial issues in unconventional oil and gas resources.  Because of 
the heterogeneity of tight sandstone reservoirs, the pore structures 
are complex and the lithology and electrical properties vary 
greatly. Achieving ideal results from the evaluation of tight 
sandstone reservoirs is difficult from the perspective of regional 
adaptability using the routine analysis methods. 

Problem Statement

Models-K-means

Datasets

The microscopic pore structure of the reservoir directly affects the 
reservoir's seepage capacity, controls oil and gas migration and 
reservoir distribution, and ultimately determines the distribution 
of reservoir productivity. This project focuses on prediction of 
reservoir quality of tight sandstone reservoirs using high-pressure 
mercury-injection data. We used two popular machine learning 
methods for the reservoir quality prediction, including K-means 
and random forest models.

This project collected the high-pressure mercury intrusion data of 
eight wells, divided into two groups for analysis and prediction. 
The distributions of the data sets are as follows:

Group 1

Group 2

Models-Random Forest

The K-means clustering method is a non-genetic clustering 
method based on an iterative algorithm that clusters samples into k 
sets. The number k of classes can be predetermined or determined 
during the clustering process. The method has a small calculation 
cost and fast processing speed, which can be applied to a large data 
group. 

Results

Random forest is an ensemble learning method composed of several 
decision trees. It contains multiple decision trees trained by 
Bagging, that is, Bootstrap Aggregating learning technology. When 
the samples to be classified are input, the final result is output by 
many decision trees by voting. This method solves the problem of 
performance bottlenecks of decision tree,

Dataset

Feature 1 Feature 2 Feature k...

Voting

Final Prediction

Pred.1 Pred.2 Pred.k...

Group 1 Group 2

F1 ScoreModel Accuracy

K-means

Random Forest

0.53 0.60

0.890.75

Conclusions

The prediction model achieved relatively good accuracy.
2. The low computational complexity, low complexity, and low 
subjective factor interference ensure the quantification and accuracy 
of the evaluation results.It may apply to the prediction of other 
parameters in the petroleum field.

1.Based on K-means clustering and random forest analysis, the tight 
sandstone reservoirs in the study area were divided into three types.

Feature selection
Heatmap is a good way to express the relationship between features, 
reflecting the importance and correlation of features. When the 
dimension of the data set is large, it will increase the calculation 
amount of the classifier and the running time. You can remove some 
of the insignificant features through the correlation analysis of the 
features to increase the effectiveness of the analysis task.

The prediction results of the 
two models are shown in the 
following table. The  figure 
is a decision tree visualized 
from a random forest.
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