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uncertainty matters
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Two business models, which one would you go for: (a) or (b)?
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And now? 

Uncertainty quantification increases the quality of the decisions
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Motivation
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Motivation

Conclusions

(2) Plausibility and 
interpretability of inferences
Models should not only be 
accurate but also credible, 
incorporating the physics 
governing the Earth system.

(3) Uncertainty estimation
Models should define their 
confidence and credibility.
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Definitions
● Black-box models

Humans cannot understand the cause of the decisions: knowing the value of the 
parameters is not enough to infer what is going on and/or underlying 
assumptions/limitations are unknown.

● Explainable models
The models are still black-boxes but we use some methods (based on surrogate 
models) a posteriori to try to infer where/why the predictions came from.

● Interpretable models or Glass-box models
Humans can understand the cause of a decision: knowing the value of the 
parameters helps and the underlying assumptions/limitations are known. 
Examples: linear models, logistic regression, decision trees, naive Bayes, and 
k-nearest neighbors.
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Fundamental problems (I):
algorithms are designed for interpolation, not extrapolation
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classical example:  

we develop an algorithm that distinguishes pictures of dogs and 
cats by exposing it to many labelled pictures of dogs and cats 
and let it find what are the main features 
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The dog in this picture 
looks a bit like a cat
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what if we show to the model a picture of something that it has 
never seen before?
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zero guarantee of a 
meaningful result (it 
can also be 40/60, 

for instance), but the 
algorithm always 
seem to be very 

confident!
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 ± something
i.e., error bars, 

confidence 
intervals,...

solution
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solutions: conformal predictors

It produces a prediction region around the prediction that is agnostic about the 
noise distribution
For classification or regression and suitable for online assimilations
Assumption: samples are exchangeable
Library: nonconformist extension scikit-learn
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another classification example
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DECISION
BOUNDARIES
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a new input 
here will get 
a prediction 
too, even if 
the algorithm 
never saw 
anything 
near this 
position 
before

x
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a regression example



moreno@dkrz.de

  dots are the input, for 
instance, observations
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aleatoric
uncertainty

epistemic 
uncertainty

  dots are the input, for 
instance, observations
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Two types of uncertainty

Aleatoric: “what is the next outcome of tossing a coin?” it does not 
reduce with more input data, it is the noise in the data. 

Epistemic: “How much do I believe the coin is fair?” it is related to the 
model’s belief after seeing the sample, it does reduce when having 
more data.
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solutions: Gaussian Processes, Monte Carlo 
dropout, deep ensembles, dropout ensembles, 

and quantile regression
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Actually, there is a 3rd type of uncertainty: 

Distribution shift: “Am I still flipping the same coin?” it is related to 
changes of the underlying quantity of interest, we assume that training 
and test data are i.i.d. from the same distribution but data drifta in time, 
or the labeller changed.



● training data are not longer representative if the system has changed
● the accuracy of the trained model definitely decreased under data shift

many 
problems in 
geoscience 
are not 
stationary
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Fundamental problems (II):
algorithms relying on spurious correlations (leakage)
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Horse classified as a horse 
because the model learnt to 
read the image caption

Pixels area 
that the 
algorithm took 
as most 
relevant for the 
decision
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(a) Husky 
classified as 
wolf

(b) Pixels area 
that the 
algorithm took 
as most 
relevant for the 
decision
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(a) Husky 
classified as 
wolf

(b) Pixels area 
that the 
algorithm took 
as most 
relevant for the 
decision

The algorithm was 
developed to 
distinguish wolves from 
huskies by exposing it 
to pictures of wolves 
and huskies but it just 
become an accurate 
snow identifier
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Layer-wise
Relevance Propagation (LRP)

Local Interpretable  
Model-agnostic Explanation (LIME)

solution: Explainable Artificial Intelligence (XAI)

To explain black boxes decisions a posteriori in order to gain insights into 
the algorithm presumptions, biases, and reasoning. 

XAI helps to determine “saliency”: to figure it out what part of the image 
was considered relevant

XAI also possible for time series and tabelled data, not only for images, 
there are many libraries
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more solutions to leakage: 

Partial Dependence Plot                             Shapley values

They are just sensitivity analysis
Easy to implement, many libraries: eli5, PDPBox,...  
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XAI techniques are not the ultimate solution: they rely on surrogate 
models, which bring their own assumptions, limitations, and are also 
error-prone, an interpretable model is always more trustable

warning
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Fundamental problems (III):
we are too optimistic (accuracy is not enough)
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Receiver Operating 
Characteristic curve (ROC)

FALSE POSITIVES
(1 - SPECIFICITY)

how often 
(accuracy or true positives, precision, ROC 

AUC, confusion matrix,...
used in classification)

or 

how well
(R2, RMSE, log loss,... used in regression) 

the predictions matched the correct target 
during the testing/validation phase.

Libraries: sklearn.metrics, tf.keras.metrics,...

Performance metrics to evaluate the algorithm skills
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but to optimise your algorithm to achieve high accuracy is not enough, it 

might be more relevant why the model was correct than how much  
correct it is (remember the husky example, the model was very 
accurate, but in predicting snow!)

“We do not want a correct model, we want understanding”

 (Doshi-Velez and Kim 2017)



moreno@dkrz.de

Best practices (I): 
Hybrid models

physical modelsmachine learning  
models



physical modelsmachine learning 
models

Lightweighting/simplifying/speeding up physical models

● improve parametrizations
● analysis of model-observations mismatch
● emulation 



physical modelsmachine 
learning models

Domain knowledge can guide/optimize the pure data-driven methods

● avoid inconsistencies
● design the architecture
● constrain the cost (or reward) function
● physically based data augmentation: expansion of the data set 

for undersampled regions 



Depth 
(m)

Temp
(°C)

feature prediction

Example: lakes simulations to  predict temperature from depth measurements

Physical model
example: Tempd+1 = Temp d + sund - windd - upwellingd
given that we measured Td=surface  = 15°C



Depth 
(m)

Temp
(°C)

feature prediction
Moderate model skills 

and of course zero 
inconsistency

Physical model
example: Tempd+1 = Temp d + sund - windd - upwellingd
given that we measured Td=surface  = 15°C
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feature prediction

Neural Network (NN) 
might allow negative densities and other 
inconsistencies (conservation laws)!

_

Better model skills but 
the inconsistency 

spreads



Depth 
(m)

Density 
(g/L)

Temp
(°C)

features prediction

data augmentation/feature engineering: 
include new features driven by physical 
knowledge and then run the NN
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Density 
(g/L)

Temp
(°C)

features prediction Even better model skills 
and a bit less 

inconsistency but it still 
spreads

data augmentation/feature engineering: 
include new features driven by physical 
knowledge and then run the NN
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✓

X

features prediction

physically driven feature  + NN + constrain 
loss function: denser water must be deeper
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Temp
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✓

X

features prediction

Totally consistent and 
high model skills!

Great model 
performance (~1°C less 

error) and totally 
consistent

physically driven feature  + NN + constrain 
loss function: denser water must be deeper
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Best practices (II): 
put your model on diet
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Put your model on diet before the training to prevent leakage 

● identify and remove snow (see LIME example), captions (see 
LRP example),...

● most neural networks are over-parameterized. Many trained 
weights have little impact on overall accuracy and can be 
removed, it is called pruning, use techniques like MC dropouts
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Best practices (III): 
call a human!
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Calculate the confidence with uncertainty quantification techniques 
(see previous slides)

● conformal predictors
● MC dropouts
● Deep Ensembles
● Quantile regression
● ... 

and implement fallbacks if the confidence of the prediction is low. 
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Just great!
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Explainability added vaue
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Bonus track: do we lose performance?

https://www.cc.gatech.edu/~
alanwags/DLAI2016/ 
%28Gunning%29%20IJCAI-
16%20DLAI%20WS.pdf 
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