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Contributing Earth & Environmental Scientific Observations to the UN SDGS

AUSTRALIA

Internationally Earth and environmental Science datasets have the potential to contribute significantly to resolving major
societal challenges such as those outlined in the United Nations 2030 Sustainable Development Goals (SDGs).

But by 2030 will we be able to make a valuable contribution?
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The Diversity of Earth and environmental science datasets The UN Sustainable Development Goals
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Setting the Scene on “Towards 2030’

AUSTRALIA

* By 2030, we know that leading-edge computational infrastructures
will be Exascale (repositories, supercomputers, cloud, etc).

* Combined these will facilitate solving of research challenges at scales,
resolutions and within timeframes that cannot be achieved today.

* We know that computers and codes are inexorably moving towards
Exascale, but for data, the path is less clear and highly uncertain.

* Hence, by 2030, the capability for Earth and environmental science
researchers to make valued contributions to the SDGs will depend on
developing a capacity to ‘integrate’ data from globally distributed,
heterogeneous repositories and then make it accessible to HPC.

* Some questions:

1. Are we on the right path to achieve this?

2. Which exemplar public domain solid Earth science projects are
working towards exascale and 20307

3. Are they doing something different?

Source: https://thenationaldigest.com/a-life-on-our-planet-is-sir-

david-attenboroughs-legacy-to-the-world
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HPC and Big Data will keep growing: data grows exponentially

AUSTRALIA

NCI Online Data For HPC/HPD
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But on individual HPC Top 500 Super Computers growth is in steps...

AUSTRALIA
Performance Development For NCI Australia it really is a step change!
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AUSTRALIA

Exemplar Public Domain Project 1: the EU ChEESE project

sl
1. ChEESE (Centre for Exascale in Solid Earth):

EP ; '7{:' S

EUROPEANPLATEOBSERVINGSYSTEM

HOME ABOUT WHO BENEFITS DATA & SERVICES NEWS | EVENTS & DOCS

Riding the wave of the future in
supercomputing: Center of
Excellence for Exascale in Solid
Earth (ChEESE) will share Exascale-
compatible codes on EPOS

repository

ChEESE

Many parts of Europe are exposed to geohazards such as earthquakes,
landslides, tsunamis and wvolcanic eruptions. With civil protection as a

of Excellence for Exascale in Solid Earth - has been created to become 2
hub for High-Performance Computing {HPC) software within the solid

Earth community. It will enzable services such as urgent computing, hazard
assessment and early warning using flagship simulation codes that will run

early warning and earth sub-surface characterization on the EPOS
repository. This will allow the solid Earth community, including civil
protection agencies and other stakeholders, to access these codes and
toolkits easily. The CoE also azims at providing specialist training on
services and capacity ouilding measures.

Coordinated by Barcelona Supercomputing Center {BSC), the ChEESE
main objective is to address 15 scientific, technical and socio-economic
Exasczle computationzl challenges in the domain of solid Earth. To
accomplish this task, it has been awarded with €7.7 million from European
Commission funding over three years.

https://www.epos-ip.org/riding-wave-future-supercomputing-center-
excellence-exascale-solid-earth-cheese-will-share-exascale

EPOS ERIC

Home

EGU2020-22478: Towards World-class Earth & Environmental Science Research in 2030

Has €7.7M funding over 3 years

assessments for earthquakes, volcanoes and
tsunamis. Has been created to become a hub for HPC
software within the solid Earth community

Will enable HPC based codes and related services for
hazard, early warning and earth sub-surface
characterization to connect to the EPOS data
repository

Is preparing 10 community flagship European codes
to run efficiently on upcoming pre-Exascale and
Exascale supercomputers.

It is also developing 12 pilot demonstrators requiring
Exascale computing on near real-time seismic
simulations and full-wave inversion, ensemble-based
volcanic ash dispersal, faster-than-real-time tsunami
simulations, and physics-based hazard assessments.

nci.org.au
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Exemplar 1: What is ChEESE working on?

AUSTRALIA
No Pilot Demonstrator name Area Flagship Code Related ECC Initial TRL Target TRL Related service
ST . ExaHyPE, Salvus, :
1 Urgent seismic simulations CS SPECEEM3D ECC3 3 5-6 Urgent computing
2 Faster than real-time tsunami simulations T T-HySEA, L-HySEA ECC11 2 6-7 Urgent computing
)
3 High-resolution volcanic plume simulation PV ASHEE, FALL3D ECC7 1 ' - None
4 Physics-based tsunami-earthquake interaction CS SeisSol, ExaHyPE ECC3, ECC12 2 4 None
Physics-based probabilistic seismic hazard SeisSol, ExaHyPE, AWP-
4 -
5 Bssensment (PSHA} CS oDC(*) ECC4 6-7 Hazard assessment
6 Probabilistic volcanic hazard assessment (PVHA) PV FALL3D ECC9, ECC10 3 6-7 Hazard assessment
7 Probabilistic tsunami hazard assessment (PTHA) I T-HySEA L-HySEA ECC14 3 5-7 Hazard assessment
Probabilistic Tsunami Forecast (PTF) for early ECC12, .

8 warning and rapid post event assessment T JHYSEA ECC13 g i ER

9 Seismic tomography CS SPECFEMa3D, Salvus ECC1,ECC2 4 6 Other

10 Array_-based statlst’|cal sour_ce detection z.and. CS BackTrackBB (**) ECC15 5 4 e

restoration and Machine learning from monitoring PV
11 Geomagnetic forecasts MHD PARODY_PDAF, XSHELLS ECCS, ECCé6 2 4 None
12 High-resolution volcanic ash dispersal forecast PV FALL3D ECCS8 3 6-7 Urgent computing

© NCI Australia 2020

ChEESE are well and truly working on Faster than Real Time Computing (FRTC) and at Exascale!!
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NCI Exemplar 2. The international Big Data and extreme-scale computing white paper.

AUSTRALIA

M) Check for update:

International Journal of In 2018 th's report hlghllghted.

HIGH PERFORMANCE
COMPUTING APPLICATIONS

Research Paper

i.  “The rapid proliferation of digital data generators, the unprecedented

Big data and extreme-scale computing; 58."3’3‘2“‘;‘:5‘,’%23“%‘“’“““"’ grOWth in the VOIume and d|VerS|ty Of the data they generate, and the

@ The Author(s) 2018

Pathways to Convergence-Toward a peendpomiionn intense evolution of the methods for analyzing and using that data are

DQI: 10.1177/1094342018778123

::Zpgz :Zrca::f:t ;C:" ?01“::::‘ :I‘f’ifz‘:':;ﬁw R radically reshaping the landscape of scientific computing.”

ii. “The need for big, logically centralized facilities that execute large-scale

M Asch, TM , R Badia, M Beck, P Beckman, T Bidot, F Bodin, i i - ics”
F Cappelio, A Cheudhary, B de Supinsld, E Declraan, | Doagarre, A Dubey, simulations and models and/or perform large-scale data analytics”.

G Fox, H Fu, S Girona, W Gropp, M Heroux, Y Ishikawa,

K Keahey, D Keyes, W Kramer, J-F Lavignon, Y Lu, § Matsuoka, B Mohr, iii. “Addressed three modalities of data provenance:
D Reed, S Requena, ] Saltz, T Schulthess, R Stevens, M Swany,
A Szalay, W Tang, G Varoquaux, J-P Vilotte, R Wisniewski, i. data arriving from the edge (often in real time), never centralized;

Z Xu and | Zacharov
ii. federated multisource archived data; and

Abstract iii. combinations of data stored from observational archives with a dynamic

Over the past four years, the Big Data and Exascale Computing (BDEC) project organized a series of five international Si mu Iat| on ”
workshops that aimed to explore the ways in which the new forms of data-centric discovery introduced by the ongoing :
revolution in high-end data analysis (HDA) might be integrated with the established, simulation-centric paradigm of the
high-performance computing (HPC) community. Based on those meetings, we argue that the rapid proliferation of digital

data generators, the unprecedented growth in the volume and diversity of the data they generate, and the intense |V ”The conve ntlonal Strategy Of baCk'haUIlng a” data dCross a faSt Ilnk tO

evolution of the methods for analyzing and using that data are radically reshaping the landscape of scientific computing. . . .

The most critical problems involve the logistics of wide-area, multistage workflows that will move back and forth across th ecC | ou d or d ata ce nte ris no | (0] nge r avia b | eo pt'O n fo r ma ny
the computing continuum, between the multitude of distributed sensors, instruments and other devices at the networks

edge, and the centralized resources of commercial clouds and HPC centers. We suggest that the prospects for the future a | | C atl on S"

integration of technological infrastructures and research ecosystems need to be considered at three different levels. First, p p

we discuss the convergence of research applications and workflows that establish a research paradigm that combines both

HPC and HDA, where ongoing progress is already motivating efforts at the other two levels. Second, we offer an account

of some of the problems involved with creating a converged infrastructure for peripheral environments, that is, a shared TOday we are mo Ving more an d more da ta on to th e CIOUd an d/or

infrastructure that can be deployed throughout the network in a scalable manner to meet the highly diverse requirements

for processing, communication, and buffering/storage of massive data workflows of many different scientific domains. H H H H H

Third, we focus on some opportunities for software ecosystem convergence in big, logically centralized facilities that dIStrlbUtEd da ta Cen tres- BUt Some CalCUIa tlons are argUIng th IS may nOt
execute large-scale simulations and models and/or perform large-scale data analytics. We close by offering some con-

cusions and recommendations for future nvestment and poy revew. work at Exascale, particularly for FTRT use cases: costs are prohibitive.

https://www.exascale.org/bdec/sites/www.exascale.org.bdec/files/whitepapers/bdec pathways.pdf
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How we handled the Step Change when a new supercomputer arrived in 2010

AUSTRALIA

Increase Model Complexity
Monte Carlo Simulations, ensemble runs

VAV

Petascale

2010 Version: there are at least
5 ways of scaling up

Increase Model Size Timescale

Use longer duration runs: use
more and shorter time intervals

Single passes at larger scales:
more ensemble members

Increase Data Resolution
Use higher resolution data

Speed up data access

Based on European Climate Computing Environments, Bryan Lawrence Self describing data cubes and data arrays
(http://home.badc.rl.ac.uk/lawrence/blog/2010/08/02 )
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An example of scaling up in 2012: increasing analytical resolution

AUSTRALIA

The same

11,322 gravity |

observations
are used in
both these
images, but
the one on the
left was down
sampled
because of
limited
computational
Capacity.

The one on
the right was
at the
capacity of the
new super
computer

© NCI Australia 2020

Cell size: 2 km x 2 km x 1 km

Olympic Dam

Witrdaliwen

Input : 2 KB text input data file
Output: 60 KB text model file

EGU2020-22478: Towards World-class Earth & Environmental Science Research in 2030

Cell size: 250 m x 250 m x 200 m
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How we handled the Step Change when a new supercomputer arrived in 2020

2020 Version: the same 5 ways still apply, but accessing
data at high resolutions, in sufficient volumes and in

realistic time frames is becoming increasingly difficult:
current practices work against this.

Increase Model Complexity
Monte Carlo Simulations, ensemble runs

Increase Model Size

Timescale

Use longer duration runs: use
more and shorter time intervals

Single passes at larger scales:
more ensemble members

l.\

oy

Petascale

Increase Data Resolution Exascale

Use higher resolution data

Based on European Climate Computing Environments, Bryan Lawrence
(http://home.badc.rl.ac.uk/lawrence/blog/2010/08/02 )
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So what practices are working against this?

* Through initiatives such as the Commitment Statement from the Coalition for

Publishing Data in the Earth and Space Sciences, publishers are now requiring that
datasets that support a publication be:

» curated and stored in a ‘trustworthy’ repository that can provide a DOI and a landing page
for that dataset,

* if possible, can also provide some domain quality assurance to ensure that data sets are
not only Findable and Accessible, but also Interoperable and Reusable.

e But tensions result as the demand for suitable domain expertise to provide the “1”
and the “R” is far exceeding what is available.

* The Main Tensions are:

1. As alastresort, frustrated researchers are simply depositing the datasets that support
their publications into generic repositories such as Figshare and Zenodo, which simply
store the file of the data: rarely are domain-specific QA/QC procedures applied to the

data. Hence, the data cannot not easily be aggregated into national, let alone global
reference collections.

2. Most data that supports publications is highly processed, at Level 3 or Level 4

" © NCI Australia 2020 EGU2020-22478: Towards World-class Earth & Environmental Science Research in 2030 nci.org.au
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What do | mean by Levels 1-4: introducing the NASA Data Processing Levels?

AUSTRALIA

Level |Descripton

Level O Reconstructed, unprocessed instrument and payload data at full resolution, with any and all These less
communications artifacts (e.g., synchronization frames, communications headers, duplicate data)
processed
removed.
levels are
Level 1A Reconstructed, unprocessed instrument data at full resolution, time-referenced, and annotated with rarely linked
ancillary information, including radiometric and geometric calibration coefficients and to higher
georeferencing parameters (e.g., platform ephemeris) computed and appended but not applied to - processing
Level O data.
level data
Level 1B Level 1A data that have been processed to sensor units (not all instruments have Level 1B source products in
data). publications
Level 2 Derived geophysical variables at the same resolution and location as Level 1 source data. and elsewhere
Level 3 Variables mapped on uniform space-time grid scales, usually with some completeness and Data
COhSiStency. Supportlng
Level 4 Model output or results from analyses of lower-level data (e.g., variables derived from multiple publications is
measurements). mostly L3/14

Source: https://earthdata.nasa.gov/collaborate/open-data-services-and-software/data-information-policy/data-levels
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Institutional/Generic Repositories vs Domain Repositories

AUSTRALIA

* The positive is that generic/institutional
repositories do ensure that data is not sitting on
inaccessible personal c-drives and USB drives, but
the data files are rarely interoperable.

* Interoperability can only be achieved by
repositories that have the domain expertise to
curate the data properly and ensure that the data
meets minimum community standards and
specifications, that will ultimately enable
aggregation into global reference sets.

* |In addition, most researchers only deposit the
files that support a particular publication, and as
these files can be highly processed and
generalized, they can be difficult to reuse outside

of the context of a specific research publication.

* Most generic/institutional repositories cannot
take Terascale or Petascale data sets, let alone
Exascale!

lesley.wyborn@anu.edu.au
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An example of the publication dilemma from MagnetoTelluric (MT) data

AUSTRALIA

Input and
: Metadata and 11 12 Traditional output
MTD P ’ .
ata pimany . Calibration S——— ‘ Desk-top modeling
Logger Data Data fil
Data , ies
Processin

Publisher
DOWNLOAD
m "ol
Ii”‘i Human
B Readers

Source: Nigel Rees, NCI
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We need access to all data along the Full-path of data:

AU SO allowing for multiple options for data processing and algorithm design

High Performance
ﬁ Data Formats

(HDF, NetCDF)

>

Metadat p Input and

etadata an

Logger I Data Files Desktop Data files 9
Processing ‘

! 13 T 13

Online Persistent Data Repository and Registry of data - accessible to anyone who uses ANSIR,
ARC or CRC funded instruments. DOIs and Landing pages available for all for everything.

Source: Rees et al. 2018. Making
The University of Adelaide
Magnetotellurics data collection
FAIR and onto the path towards
reproducible research. eResearch
Australasia 2018, Melbourne.

Libraries of general tools, MT tools, Supercomputer and Virtual Desktop
Infrastructure processing tools, visualisation tools

!

Machine Human
Readers Readers

I @ | . EGU2020-22478: Towards World-class Earth & Environmental Science Research in 2030 e
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Can | access the rawer Australian MT data to create a transparent pipeline?
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NCI Geoscience Australia and NCI: making less processed forms of
CHE gravity data available online....

AUSTRALIA

1.8M+ gravity points in 1631 datasets dating from 1947 sourced from National Gravity Database (NGDB). Some
data cleansing was required (e.g., removing duplicate points), and survey metadata was not publicly accessible:

but the data will soon be available online, for in situ access.

- Google Earth

Googlé Earth

(Source: Alex Ip, GA)

) ‘ , EGU2020-22478: Towards World-class Earth & Environmental Science Research in 2030 -
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Geoscience Australia and NCI: Making Magnetic and Radiometric
Point and Line Datasets available online

Magnetic line datasets: ¥4B points in ~358k lines in Radiometric line datasets: ~473M points in ~¥335k
757 datasets. lines in 630 datasets.
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*Kowen Pine Forest

Google Earth

Broken Hill Magnetic -
~100M Points in one magnetic survey (Source: Alex Ip)
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Another complex Full-path of Data: the ASTER data example

- itis hard to access the L1-L3 data

The Items

Each distribution point has multiple items from
any manifestation of each map ‘expression’

AUSTRALIA

The Expressions

17 Individual map products derived from Level 0-4 data
products generated from the source ASTER Mission (The Work)

The Manifestations
Each of the 17 ‘map’
expressions is manifested in
three file formats

The Original
Work

& Level 0 - JSS 14 VNIR-SWIR bands (maps) _ Geosdlence Australia
o e ‘ . BSQ files available for copying to a hard
ne Thermal Emission al ion 1. False C0|0ur C0m pOSIte . .
. drive on request as 1:1,000,000 tiles
2. Landsat TM Regolith BSQ files _
A 4 Ratios
The Aster Mission Level 1A - JSS 3. Green vegetation content State-lgvel State-l.evel State-l.evel
4. Ferric oxide content BSQ files BSQ files BSQ files
4 5. Ferric oxide composition (SA) (NT) (QLD)
Level 1B — JSS 6. Ferrous iron index
» 7. Opaque index CSIRO Data Portal
8. AIOH group content 629 items for download:
9. AIOH group composition each 1:1,000,000 tile can have 17 maps
v
10. Kaolin group index \ 4 — -
Level 2 — JSS 11. FeOH group content GeoTIFF files . _ Digital Earth Australia
12. MeOH eroun content Gl e 629 items for download or use on AWS:
- VIgUH group . each 1:1,000,000 tile can have 17 maps
v v 13. MgOH group composition
14. Ferrous iron content in
LEGEND Level 3 — CSIRO et al State-level State-level State-level
o A lian Initiati MgOH/carbonate [,
=P Derivative ustralian Initiative GeoTIFF GeoTIFF GeoTIFF
‘ files (SA) files (NT) files (QLD)
Produced by the CSIRO, 3 TIR bands (maps)
GSQ, GSSA, GSWA, GA, _ .
Japan Space Systems (ISS), Level 4-GROet al —»| 1. Gypsum Index netCDF NCI Australia
NASA, NTGS Australian Australian Initiative 2. Quartz Index B (32-bit float) > »| 17 national scale netCDF items for in situ,
Initiative. 3. Silica Index web service access and downloads

© NOMatr e EGU2020-22478: Towards World-class Earth & Environmental Science Research in 2030 nci.org.au
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http://d28rz98at9flks.cloudfront.net/74427/National_ASTER_Geoscience_Maps_Flyer.pdf
https://data.dea.ga.gov.au/%3Fprefix=ASTER_Geoscience_Map_of_Australia/AlOH_Group_Composition/
http://dapds00.nci.org.au/thredds/catalogs/wx7/catalog.html
https://data.csiro.au/dap/landingpage%3Fexecution=e4s2
http://(https:0/www.jpl.nasa.gov/missions/advanced-spaceborne-thermal-emission-and-reflection-radiometer-aster

See00g

The elephant in the room

..o:'
..'.
AUSTRALIA

* Access to the rawer forms of data so that as new
computational methods and tools become available,
and greater computational power is accessible, we can
reprocess to new algorithms, at larger scales, higher
resolutions and faster time frames.

* |f only the L3/L4 data products are preserved, we
cannot do this.

* This applies not only to publications, but also to the
growing plethora of online GIS systems, particularly
those where the data is only available as WMS/
GeoTIFFS and has been optimized/ compressed to
increase speed of uploading/downloading.

e (The rawer and minimally processed data sets also
need to be made FAIR.)

Source: https://www.inc.com/lee-colan/identifying-the-elephant-in-the-room.html
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The CODATA 2019 Beijing Declaration on Research Data:

AUSTRALIA

addresses our elephant in our room

“:CODATA

The Beijing Declaration on Research Data

The Beijing Declaration is lmcl) of core principles to rage global cooperatiol
especially for public hd| I(b ilds on and acknowle: dg s the many natiol l d nternational fr n
that have been undertal k n the policy and te: h cal spheres on a worldwide basis.” These major contributio
are listed in the Appendix.

Preamble
Grand challenges related to the en , huy uman n health, a d ustai b lity confront science and society.
Unds ding and mitigating these chall pdl) ging envi res AT
(Findable, Accessible, l ter roperal able, and R bll:) and a: open
disco’ p d [
data s g to the trad h
adopt ic nd principles, nd impl d glob: is y for h da
nd th rastructures, tools, services, and practices. The time to act on the basis of solid policies for
seal

Several emergent global trends justify and precipi this declaration of principles:
> Massive glol b l hall require multil. | and cross-disciplinary coop ion and the broad reuse of
dl( 0 impro: h ing recent UN landmark ag; uch as the Paris Climate
Agreement, th Sendai Framework for [) isaster Risk R ion, the inable Devel Goals

(SDGs), the Convention on Binlnglcull) ly lh Pl lT 1) (h Wo ldl|uma | n Summit,
and

* The Beijing Declaration on Research Data is a timely statement of 10 core
principles that encourage global cooperation, especially for publicly funded
research data gathered either by the government or academic sectors.

 The Term ‘Data’ is ‘used very broadly, to comprise data (stricto sensu) and
the ecosystem of digital things that relate to data, including metadata,
software and algorithms, as well as physical samples and analogue artefacts
(and the digital representations and metadata relating to these things).’

* The Beijing Declaration supports international efforts to make research data

e e “:p;j ) as open as possible and only as closed as necessary.
el po * |t seeks to make data and metadata Findable, Accessible, Interoperable, and
,, e "g“, N “;“ pj:o' N Reusable (FAIR) on a global basis and, wherever possible, automatically
s s e i e e processable by machines.

* Principle 5 states that ‘Publicly funded research data should be

I Spl ember 2019, CODATA and its Data Policy Committee ned in Beiji E,l o dis cum.nldl a policy
dd Ipd set o fdlpl dpldl o the n\sOp 9 cc, Tth
bI is the result f(hl eeting and is now put forward for public

interoperable, and preferably without further manipulation or conversion, to

http://www.codata.org/uploads/Beijing%20Declarat

ion-19-11-07-FINAL.pdf
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We still have todays requirements for cloud and online:

i but for Exascale in2030 we will need the rawer and minimally processed forms

2019 Version Increase Model Complexity

Monte Carlo Simulations, ensemble runs

Based on European Climate Computing Environments, Bryan Lawrence
(http://home.badc.rl.ac.uk/lawrence/blog/2010/08/02 )

Increase Model Size Timescale

Use longer duration runs: use

Single passes at larger scales: . .
glep g more and shorter time intervals

more ensemble members

Todays trend is towards highly
processed, subsampled data
optimized for performance in online,
cloud-based GIS systems

What/where are our high-resolution
national reference data sets in Earth
and environmental sciences that should
Petascale be optimized for exascale usage?

] Exascale
Increase Data Resolution

Use higher resolution data

Speed up data access
Self describing data arrays and data cubes

' @ | . EGU2020-22478: Towards World-class Earth & Environmental Science Research in 2030
@ © NCI Australia 2020
BY Lesley Wyborn (lesley.wyborn@anu.edu.au)

nci.org.au



http://home.badc.rl.ac.uk/lawrence/blog/2010/08/02

Conclusion: will we get to Exascale for data by 20307

AUSTRALIA

: .. . . ®
To achieve the ambition of Earth and environmental science

datasets being reusable and interoperable at Exascale by
2030, as well as being able to make a major contribution to
the UN SDGs then today we need:

1. More effort and coordination in the development of * NASA"Apollo Guidance
international community standards to enable technical, computer was.as powerful
semantic apd legal interoperability of datasets at the as a pocket computer with
scales predicted for 2030

less than 1 megabyte of
memory-which was
awesome at the time. (1969)

2. To ensure that publicly funded research data are also
available without further manipulation or conversion
to facilitate their broader reuse in scientific research
particularly as by 2030 as we will also have greater
computational capacity to analyse data at scales and
resolutions currently not achievable.

Source: https://www.haikudeck.com/evolution-of-software-
education-presentation-INfirvGO9MD#slide1
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NCI Questions?

AUSTRALIA

Please contact Lesley Wyborn

lesley.wyborn@anu.edu.au
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