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Abstract

Internal atmospheric waves interact with themselves and/or with the undisturbed atmospheric flow, creating very complicated dynamical system with
long-range dependencies. We suspect that regional character of the atmosphere at tropospheric heights may be crucial for explanation of the three
different dependencies of foF2 on F10.7cm. We employ multivariate statistic methods applied to daily observational data which were obtained using mid-
latitude ionosondes for the investigation of these relationships.

We consider specific and charactéeristic atmospheric wave generation that correspond to particular climatology of each location “European”, “American”
and “Far East”. Specific conditions of each.region, involving meteorological phenomena of the location as spectrum of atmospheric wave generation and
their propagation. We consider;significant difference in low atmosphere climatology as a key explanation of the three classes of ionospheric response to
the F10.7cm on long time=scales and suggestthat climatology of the troposphere must be taken into account for modelling of the ionospheric response.
Our aim is also to demonstrate that conditional independence graph (CIG) models, representing a robust method of multivariet statistical analysis, are
useful for finding a relation between the'ionosphere and space weather. This method appears to be more appropriate than correlation analysis between
foF2 and geomagnetic and solar‘indices; especially for longitudinal data for which the characteristics may change over time or time series is interrupted.
This method seems more effective to us than correlation analysis or scale analysis.

The final results of our analysis by CIG show that the dependence time shifts were clearly identified, namely +0 day shift in all cases, and +3 / +4 / +5 day
shift in the dependence on the solar. cycle phase and geographical longitude. Here, we would like to point out that we have analyzed data from ionospheric
stations in a rather short span of latitudes, all ‘stations belong to mid-latitudes (41.4° N — 54° N) and one would expect either practically same
response/dependence of foF2 to F10.7 cm for longitudes and/or geomagnetic dependence as solar and geomagnetic forcing is considered as the most
important. However, we have not identified any significant geomagnetically dependence with respect to selected stations and their geomagnetic location.
Knowing that ionosphere is strongly coupled with lower-laying atmosphere, we come to the conclusion that climatology of the troposphere may come into

play and be respansible for the difference in time-dependencies and time-lags in ionospheric response to the external solar forcing. — @
BY




Data and geographica| de|ineati0n US/UK World Magnetic chart, Epoch 2010, Geomagnetic coordinates
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We used 3-hour LT noon average daily foF2 data measured during the period
1994 — 2009 by mid-latitude ionosondes in three longitudinal areas (100°W-
110°W / 0°-10°E / 100°E- 160°E). We choose data measured by these 6 mid-

latitude ionosondes to compare the influence of geographical longitude with

pairwise dependence foF2, F10.7 and shifted F10.7 time series.
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Latitude Longitude Latitude Longitude

Boulder (BC840), Colorado, USA 40.0N 105.3 W 48.2 N 39.8 W
Petxpasik (EES0) Rty Dyess AFB (DS932), Texas, USA 32.5N 99.7 W 41.4N 32.1W
g ,s" 2 : o A Juliusruh/Rugen (JR055), Germany 54.6 N 13.4E 54.0N 99.6 E
St s Chilton, Slough (RLO52/SL051), UK 51.6 N 1.3W 53.8 N 83.6E
Petropavlovsk (PK553), Russia 53.0N 158.7E 45.5N 138.4 W
Magadan (MG560), Russia 60.0N 1510 E 515N 146.9 W
according to https://www.ukssdc.ac.uk/gbdc/station-list.html

Normal probability plots of foF2 LT noon 5-hour averages vs. and F10.7 daily data. 1994 — 2009



Conditional independence graphs method

Deviance is defined as deV/(G) - 2{/_; -1.),

where [; is the maximum of logarithmic likelihood

'f unction M the saturated model and /; is the maximum of
logarithmic likelihood function in the model with graph G.
The deviance of' a graphical model and graph G is then

dev(G) = n{(SD)" - In[det(SD)] - k},

~

where D=V a ¥V is the maximum likelit

estimation of variance matrix V in graphical model with
graph G based on random selection from a multivariate
normal distribution.

The estimations D aV are with probability 1 defined
unambiguously. The selective variance matrix S is
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Conditional independence graphs method

-~ Example of computation, Bot
deviance 1
J F10.7+0)

The final graphical model of conditional independencies is then selected according to the
following procedure (Whittaker, 1990: s. 241-246):

i. Test of independency of logarithmic data (log (K/K..,) = log K, - log K,,) is run, based on a
differentiated sign test, where K, is the value of realisation of random vector in time t and K,_, is

the value of realisation of random vector in time (t-1).
ii. Test of the normality of logarithmical series. F10.7+4

ili. The system of k-variate normal distributions for X is determined and the set of parameters
described. For a multivariate normal distribution, the independency is characterized by a variance

matrix V = var(X) or by its inversion D.
iv. Selection of a graphical model, which'will be tested, whether it matches the data.
v. Construction of the likelihood function.

The CIG Model - foF2, Boulder
vi. Unknown parameters are determined by the maximization of likelihood function through a set -

F10.7 +sdays [N
of these parameters. The requirements for the likelihood function are determined by the chosen Fm,?mda:s e
graphical model. F10.7 +3days :

F10.7 +2days
vii. A test if the selected graphical model and the data match. The test statistic (deviance) equals R _
double difference of the maximized logarithmic likelihood functions. The first one is maximized o 2 3
without restriction, the second one with restriction given by the selected graphical model, test statistic

statistically significant

because deviance has x2 - distribution. Therefore, we can assess, if the graphical model fits the

data.



The CIG Model - foF2, Boulder
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The conditional independence graphs (CIG) model computation

The CIG Model - foF2, Dyess

_— —

|F107 +4cov:

| F10.7 +3days

| F10.7 +2days

F10.7 +1¢0y |
2 3
test statistic

The CIG Model - foF2, Chilton/Slough

|F107 +50avs

107 sacey:

| F10.7 +2days

F10.7 +1day I
F10.7
2 3
test statistic

The CIG Model - foF2, Magadan

| F10.7 +5days

| F10.7 +4days

F107 +1c0y

F10.7
3
test statistic




The conditional independence graphs (CIG) model computation

Minimalized conditional independence graphs (CIG),
models computation results.

The F10.7 shifted time series graph vertices are labelled by

the number of days of the shift.
In the selection of minimized model, all edges with
computed deviance less than 3.84 (the 5% point of x*,)

were excluded from the entire graph.

The stopping.threshold\for this calculation was 0.05.
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F10.7 +4

Julmsruh/Rugen (JR055), Germany

F10.7 40

F10.7+4
Petropaviovsk (PK553), Russia

F10.7 +4

Dvess AFB (DS932), Texas, USA

F10.7+0

Chiton, Slough (RL052/SL051), UK

F10.7+0

F10.7 +4
Magadan (MG560), Russia

F10.7+0

F10.7 +4




The conditional independence graphs (CIG) model computation
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Conclusions

 We used the directed conditional independence graphs to emphasize the qualitative assumptions underlying
the complex models. The final results of our analysis by conditional independence graphs show that the
dependence time shifts between foF2 and F10.7 were clearly identified, namely +0 day shift in all cases,
and +1, +2-3, and +4-5 day shifts in European, American and east Asia sector, respectively.

U The CIG method has been found to be more eligible for this purpose than correlation analysis between foF2 and
geomagnetic and solar.indices because of its relative insensitivity to data gaps or long term changes of data
series. CIG method.seems more effective than wavelet-based cross-correlation analysis (Roux, 2012) or scale
analysis when solving this problem.

O In the minimized graphical model, the interconnections between all series of indices were not identified, so the
effect was not. complex but varies according to the station region climate type.

U Taking into account that ionosphere is strongly coupled with lower-laying atmosphere, we hypothesized that
climatology of the troposphere may be responsible for the difference in time-dependencies and time-lags in

ionospheric response to the external solar forcing.
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