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Table 3. RMSE with different strategies at FAIR station

Abstract New model LSSVM_ZTD (strategy)

— month strategy 1 strategy 2
The core idea of new model is that historical ZTD [_rraining series | [ Testing series | : : : : 7.85 2.63
: : g et : : : : .. : : : : _ _ _ _ | | Strategy 1: randomly select ZTD in consecutive periods to form set {X; ... \Yirain i}-
With the rapid development of artificial intelligence, machine learning has become an high-efficient tool applied in the fields of GNSS data analysis and | are viewed as inputs to make informed estimates e Strategy 2: choose training samples that are more relevant to the testing sample, 102 anson s [0s2,647]
processing, such as troposphere, ionosphere or satellite clock modeling and prediction. In this paper, zenith troposphere delay (ZTD) prediction | that are predictive in determining the direction of _c—— | | __ which means that Xy, ;with smaller euclidean distance from the testing sample X, | 03-05 [0-52153672’511 [0-331;051
- = . . . raining aa estling aa artume o Ime span o Ime span o . . — . . ; ;
algorithms based on BP neural network (BPNN) and least squares support vector machine (LSSVM) are proposed in the time and space domain. The ‘;Ut';“r'trlen g”fnnodns]’en"’;”gf ggcaifuf; aﬁguézng%fgrreed tgz sl st || toecssig | meorcans | wrcasing | Tatke consideration of the fact that the further out the forecast, the higher the chance I [19011359] [0.87,959]
main trend terms in ZTD time series are deducted by polynomial fitting, and the remaining residuals are reconstructed and modeled by BPNN and | i rical data 7TD of few hours after Starting %mmg;mmeForecasﬁ;gpm fjha:t the _estlrrtmat;e will be inaccurate, the time span T are fixed as one hour When s e e
- - , ’ . . ’ — etermining strategies. o | | | 39,45, 38,4,
LSSVM algorithm respectively. The test results show that the performance of LSSVM is better than that of BPNN in term of prediction stability and | moment need to be predicted. There are two sets Selecton o taning samples - g d o ws Table 4. RMSE with d'ffe;entstrateglesatd'fferentstznons — - -
accuracy by using ZTD products of International GNSS Service (IGS) of 20 stations in time domain. In order to further improve LSSVM prediction |of simulation experiments to determine two “N"glﬂ"'l : B R = (1) The accuracy of model
accuracy, a new strategy of training samples selection based on correlation analysis is proposed. The results show that using the proposed strategy, | ndependent variables affecting precision of new — ¢ | R rate (mm) rate (mm) it with strateav 2 is higher
1 1 ' T il 1 : : mOdel Strategy for SeleCtlng tralnlng Samples Parameters of the|  Normalized Normalized information of | Normalized information of TT T T T T 11T 1] GODE 29.17% 46.81 57.29% 4.23 gy g .
about 80% to 90% of the 1-hour prediction deviation of LSSVM can reach millimeter level depending on the season, and the percentage of the prediction and the fime soan of orediction il model | traiing samples | inputparamelrs | - ouput parameters : o | USUD 58.33% 2983 76.04% 274 than that of model with
. . . . . . . . . . . - Sol— DRAO .13% . .54% .
deviation value less than 5 mm is about 60% to 70%, which is 5% to 20% higher than that of the classical random selection in different month. The mean L P it the mode | ] B} o S 4SS aMe 0 mAL g Soi03% So1 02015, Jas Strategy 1, among them, the
values of RMSE in all 20 stations using the new strategy are 1-3mm smaller than those of the classical one. Then different prediction span from 1 to 12 - Optmiatonof || omimafmode. | [ Normalzedtesing sampe | EDMWMWW o e 090 o4 9340% 328 2;/66\:;??6 SVigﬁté'r']';yméii . ;C;‘
hours is conducted to show the performance of the proposed method. Finally, the ZTD predictions based on BPNN and LSSVM in space domain are also = ﬂﬂ [ Forecast | —— [ italpreaictions__] [ Denormaiize i~ w T B 63 60 1311 o7 22 2% 1y 15.88%. and the average
Vel'lfled and Compared USIﬂg GNSS CORS network data Of HOng KOng, Chlna -Hiszt_?_gcal ‘ Forecasting value during forecasting period E_SZO 2 4 e 8 10 12 1-4 1le 1-8 2-0 2-2 2;4 _520 2 4 5 a 10 1-2 1-4 1'5 1'3 20 22 2;4 gﬁg: i?gggj" ;2‘518 22;’33’ g:g RMSE decreased by 1652mm
e e VILL 56.25% 16.80 78.47% 4.07
Fig 8.Topological diagram of the LSSVM_ZTD model Fig 7. Flow chart of LSSVM_ZTD model Fig 9. Bias of different strategies at FAIR station mean 63.16% 20.15 29.04% 3.63
Introduction of data and experimental results The ZTD of forecast period from IGS New model LSSVM_ZTD (time,span) Era
The involved data are all from IGS_ZPD files 2500 are regarded as the true value, and | _ T s BT | | | | | |
provided by IGS and the 7TD data —at a 5-min _ there are three indicators for TE, OJ,MM OM OJ/LJ‘I\'\ OJ«/\ OJ,A\ O_JA\ OJ\ % 0.5 J.ﬁ I-|_| l.l_l -.H ..H .-H _H ] RMSE Availability RMSE Availability RMSE Availability RMSE Availability = RMSE Availability RMSE Availability = RMSE Availability
time intervals aré used as data source. the 11- . evaluating the accuracy of model, 1) | ® ™ o mma™s o wma™s s mioes™ o mroes™ o ros™o s oo 5 , T T2 Te4  T=e  T=8 T=0 T2 GODE 3.87 79.70% 7.07 60.40% 1265  3490% 1877  38.80% 2334  23.60% 1520  27.00% 3518  13.50%
year time series of ZTD observations are used ol - e | the difference between predictions of ESZ 5:W SZM 5:% 52% 5: e szm = I I I | 5.23 70.20% 9.50 52.00% 11.58 46.40% 1599  39.30%  17.03  35.70%  16.99  22.40% 2072 27.20%
to model and forecast by BPNN and LSSVM. [ e | model_and true value, Ca”_ed bias, is | i, 50 50 50 50 50 50 g o — o T=f l-m l.ﬁ !..ml_l 'T!D DRAO 3.76 77.50% 6.20 60.80% 8.71 4350% 862  47.10% 1033  37.90% 877  47.70% 1168  27.60%
ZTD from 2008 to 2019 are defined as the® & ST , Eé’mo g basm If_]((j:lexeds; 2)ﬂ:he prﬁdlt;ted %alui -g5°0 e T o P §i~ e H s 277 88.40% 4.56 70.60% 6.57 55.00%  7.09 60.60% 8.97 4450%  9.85  51.90% 10.74  39.70%
- ~ ' . 2250 - £ (uewy| 0 0 0 0 0 fyaas g = 0.8 i
training data, ZTD of 2019 are assumed to be IS Con.SI ere. a_s € avallable value | & U R VAN B SR I\ [ N | B c,JI l.l_l l-ﬂ -.H " I- il YELL 3.45 81.80% 5.83 60.90% 8.66 48.20%  10.86  38.80% 1136  40.10%  19.88  21.50% 1349  34.60%
unknown data used for testlng the preC|S|On Of 2200 4 the blaS Of |t |S |eSS than Smm, by -:zu 6 12 1324-:0 6 121324-::() 6 12 1824-:::0 6 121824-:::0 6 12 1824-:::0 6 121824.::0 6 1218 24 % i T=8 =8 =19 =12 AIRA 0 o 0 0 0 0 0
model bu||t These Sites involved are ARTU G A ’Y: - | Wh|Ch a” predICted Value are Eo ANERS RN ovw/ D ONV 0% gu-SJ | 8.53 61.70% 14.67 36.30% 23.64 25.60% 30.20 17.10% 34.15 16.60% 13.93 33.20% 43.23 12.80%
BJES = CHAN. GANP. GODE. USUD. DRAO B S S S o determined whether it is available. | & =TT 2 . I_ I.ﬁ ll,j llFl l-|_| Bm FAIR 3.60 82.30% 6.00 68.50% 9.52 46.00%  13.44  32.10% 1473 36.40%  10.34  49.90% 20.99  14.70%
, ) , ) y ) <N R B0 20in Bl iz 01 o0W  Ziin  oitR BOiF 2018 et B0a . - e 8121824 6 6 121824 0 6 121824 D 8 121824 0 @ 121824 0 B 1218240 8 121524 T=10 T=12 JOZE 0 0 . n 0 0 0
LHAZ, KOUR, YELL, AIRA, FAIR, JOZE, ONSA, Fig 1. IGS stations distribution Fig 2. Raw ZTD timécseries at FAIR site 'UI'Q :bgvigﬁjk)ellgxngztetheth; tgtjr:lﬁ)rirb(e)llf i HOUF,ig e diffek.::r:tspan o i e o .Avai||?”it; Smen dm,fn?i?;’n ?FATF{DST;uL n o 4.25 73.80% 6.55 63.50% 7.96 55.90%  12.80  53.90%  18.42  43.00%  13.98  37.80%  22.34  28.90%
ZIM2, PERT, VILL, SANT, TLSE. _ _ Table 5. RMSE with different span at FAIR station (mm) 4.21 74.70% 6.41 57.00% 10.04 44.10%  11.62 39.70% 17.58 30.30%  18.08 29.30% 16.90 26.60%
pf d.predl_Cted hreSU|tS’ IS secondary Month ™= =2 =4 =6 =8 =10 =12 ONSA 2.86 87.00% 4.84 71.80% 8.11 49.80%  10.690  47.80% 1461  37.60%  13.41  26.40% 1991  22.70%
(1)The accuracy of Z_TD prOVide_d by IGS can reach 4'_5mm’ with _higher precision and large data_- volume_. _ | n IcatolngéEt € root me.ag. S?uarﬁ 12-02 [0_72:32_96] [2_1%;_17] [1_6112,'3671_601 [5_210?336536] [6_7107,'39;_36] [9_7251,'379(?79] [18_32;2?34] VILL 3.74 78.50% 6.47 61.10% 8.52 48.70% 1520  20.90% 1341  36.00% 1071  33.20%  17.35  16.60%
(2)The ZTD time series has obvious annual and semiannual periods, and there are also complicated high-frequency signal that is hard ~ €r"or ( ), 1s core Indicator. 03.05 2 40 372 5 42 651 5 18 725 931 mean 20 o 1o sy B
illustrated by special formulas there are many models of the same [0.23,16.13] [1.47,13.77] [2.43,11.02] [2.90,11.17] [2.80,9.38] [2.62,10.93] [9.20,9.41] ' S ' o ' o ' o ' 7 ' o ' =
) : 06-08 4.43 8.56 14.66 21.18 28.49 4.35 36.07 I I Nl I
(3)Results of experiments at stations with data integrity over 90% are chosen for analysis, which reflect the relationship between zTD  tyPe, we will average RMSE of them [09316.35]  [1.69,21.00] [3.48,23.95] [16.66,26.40] [18.90,41.97] [3.01,5.60] so12az03  according to the last experiment, the training samples more relevant to the testing sample are selected (strategy 1).
and time parameters more comprehensively. to evaluate accuracy of this type 09-11 0620.26132 152.69211 25339811 362.3 y 36% N 383.22 N mg?g u (1) The forecasting accuracy of model decreases with the increase of forecasting span, when span is two hours,
model. mean = o S o 3500 3675921 3805 20 673203 the average RMSE of eleven stations closes to 7mm, and the average availability rate is above 60%.

(4)Predictions of FAIR station with the highest data integrity are taken as an example to visualize the experimental results of model.

Table 8. Result with different models Table 9 Efficiency with different model:

Table 7. RMSE with different models

Table 3. Forecast results at various stations : : . : .
CIaSSIC mOdeI BP ZTD 2500 T Station Dataintegrity RMSE Availability NeW mOdeI LSSVM ZTD(C0m£)§DHS|0n Of d|ffereLQJ: szdeIS) at FAIR station (mm) S BaF:_dzli[e)rentstatlonsLSSVM_ZTD StationatdlféeF:f;_tr[s)tatlo:;SVM_Z
2a50 | = (mm) rate Based on the conclusions of the gzeof - L =] P07 N S A B Month — BP_ZTD  LSSVM_ZTD Aalabiy RVEE  AValabiy  RWEE ™
— ! Nl ] | e o e 408% above two simulation studies, t.he E“oor:: 6 8 1}:}: 1;1;::;:;2'3 30 ZZDOOWU ETEH #mﬁ?“w.ﬁhwﬁ »wkwﬁmmwwﬁ:: 02 24.59 3.66 “GODE 7550 (2]7? 55.67% (;n ;nl) GODE Ti7rge4§38) Tlirgseéi)
- 7 ll VikiiTi o 1 usub 96.33% 37.71 11.87% new —model LSSVM_zTD - with e, 1 g R 2 o P e = P 9 g o - ' wos . usub e dss s a4 USUD 7ace 1000
Gavofvear - mul'”m‘l' " Mh Y l 1 DRAO ranng sampes | naving Miof s e E°Mﬁéﬁﬁfwrﬁwﬁwm“ ety B usoco LAz oo 1o faa 4z LHAZ e 10007
— ) M umjllu]*' T | 'W’L. ; lh h 96.81% 27.32 15.03% correlation with testing samples oo TR T [ Y ] N .. 8 S . — . VELL 180 2262 765 420  YELL 7399 106.02
second AW Yw | M LHAZ 94.84% 17.89 23.24% for modeling (strategy 2) and two- 5 P s WWW s "“"E;' “""":L‘"’”‘“z::“’ A 54 1000 5793 PaR  apaom  seee  esme  aea mAR 742 10470
— ’ L o | | puilt, by whin e can proditt 21D Fom oy e - L aw OEECSm s e o e
| 96.94% 24.68 16.56% uilt, by wnich we can predic £ 24007 INEEEEP o AL AR R L LT AN P NI S 17 SN RACT L VIR Y =% [0.59, 24.39] o j 2 | ﬁ ﬁ
o 2 c 7 s s 0 11 a2 o AIRA of any sites at any consecutive two “2”"::/:\?:; _ :?ﬁ D ] 1 e S i S R R h mean ... yoa VLl lozwh aas s o VL 73s3 10515
oot lavers idden Tayers Output lngers Fig 4. Predictions and true values at FAIR station 96.01% 60.99 5.06% hours (in unit of whole hour) as long | boY E—rmdicowmalon——nw vals] oov °FlgleI:>-:l‘VIfEbot :jlffi:e:ftsL-T::/l_ZT:) inftsndele a:t FfIRR .tsfitlo?t — mean  11.59%  36.61 _ 63.93% _ 6.04 mean 67.86 106.51
Fig 3. Topological dagrarm of BP_ZTD moge FAIR -, 31.35 13.10% as we know the 24-hour historical R i - A (1)The prediction results of the new model LSSVM_ZTD are analyzed
parlﬁg]uettetrrgi?lme year,day of yea\r/,:gjceond(2008-2019) bl | JOZE 94.93% 39.06 10.97% ggDinninlmmr?]glrar‘]teerI% Ofbeff(())rreecasgze :SSZW WMM\\ 52 .............. :: | :: | ] :: :: . and Compared with the that of the classic model BP—ZTD’ the results
Output_train ZTD(2008-2019) so| ) YT ang the %TD data of this station fogr AL LA L Lk T O DS AR MR S e o | .l o M show that the prediction accuracy of the new model LSSVM_ZTD is
Input_test year,day of year,second(2019-2020) z | 90.08% 69.83 6.68% the nast few vears. 30-dav result are £ OM MMM M}\w oWWWWWW% e . an order of magnitude higher than that _of thg classic model BP_ZTD,
Output_test ZTD(2019-2020) F o 4 ONSA 04 55 1805 10,875 btp o y ! .I y o Db 50 e | | where the average RMSE of ele\{er_l stations is reduced by 30._57_ mm,
_hiedenum dvidorand: _ obtained through 1oop constructing ESZM """" /M'N W ” : ) ) and the average availability rate is increased by 52.34%, the efficiency
net layers{}.transferFen tansig’ VIt 96.17% 33.01 10.46% many LSSVM_ZTD  models for g °j/W™ i, ) ) " |  of LSSVM_ZTD model is slightly below that of BP_ZTD model, where
net.layers{2}.transferFcn ‘purelin’ mean o5 530, 4097 1 68, different testing samples. IRk Kbt e o || - 1 it takes about 100 seconds to build a LSSVM_ZTD model.
net trainParam.epochs oy 150 T S TS e > ' o f F\\ WW\W\ : | II' | ) I | Iy (2when modeling the ZTD time series changing drastically, such as
net.trainParam.goal 0.001 o o 2 4 6 o 101214 1618 20 22 2 26 20 30 MIECCEIE SR e e | | FEE T ID 0 II_ | ||_ IU_ summer, there is the poor accuracy of LSSVM_ZTD model.

Fig 5. Bias time series at FAIR station

net.trainParam.max fail 8 BPZID  LSSVMZTD

BPZTD  LSSVMZTD BPZTD  LSSVMZTD BPZTD  LSSVMZTD

Conclusions

(1)The prediction accuracy of classic model BP_ZTD is at the centimeter level.
(2)The prediction accuracy of the new model LSSVM_ZTD is an order of magnitude higher than that of the classic model BP_ZTD.
(3) LSSVM_ZTD with selecting the training samples by correlation analysis can further improve the prediction accuracy.

Fig 13 .Bias of BP_ZTD and LSSVM_ZTD at FAIR station -5 B 10w Eloiomn

(1) The classic model BP_ZTD can well predict ZTD annual period rather than high-frequency signals. It is failed to predict high-frequency signals of the ZTD time series. Fig 14. Availability of BP_ZTD and LSSVM_ZTD at FAIR station

(2) There are lower accuracy of BP_ZTD model, most of bias range from -50 to 50mm, and the maximum value of bias is more than 100 mm, the average RMSE of eleven
sites is around 40mm, the maximum value of RMSE reaches 69 mm, the minimum value closes to 17mm, ZTD can be predicted with the centimeter accuracy by the BP_ZTD
model and about 10 percent of ZTD predictions are viewed as the available..
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