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Sampling rare events such as extreme heatwaves whose return period is larger than the length of

available observations requires developing and benchmarking new simulation methods. There is

growing interest in applying deep learning alongside already existing statistical approaches to

better generate and predict rare events. Our goal is to benchmark Stochastic Weather Generator

(SWG) [1] based on analogs of circulation, soil moisture and temperature as a tool for sampling

tails of distribution as well as forecasting heatwaves in France and Scandinavia using data from

General Circulation Model (GCM). Analog method has been successfully implemented in rare event

algorithms for low dimensional climate models [2].

SWG is implemented using a Markov chain with hidden states (.e.g. geopotential height at 500 hPa)

with Euclidean metric. When applying such methods to climate data two challenges emerge: a

large number of degrees of freedom and the difficulty of including slow drivers such as soil

moisture alongside circulation patterns. Consequently, we are going to discuss ways of adjusting

the distance metric of the analog Markov chain and dimensionality reduction techniques such as

EOFs and variational auto encoder. By choosing the correct combination of weighted variables in

the Euclidean metric and using analogs of only 100 years and generating long synthetic sequences

we are able to correctly estimate return times of order 7000 years, which is validated based on a

7200 year long control run. The teleconnection patterns generated thus also look reliable

compared to the control run.

Next we compare SWG forecasts of heatwaves with a direct supervised approach based on a

Convolutional Neural Network (CNN). Both CNN and SWG are trained and validated on exactly the

same GCM runs which allows us to conclude that CNN performs better in both regions. One could

consider SWG as a baseline approach for CNN for this task.
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