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Towards the operational use of tweets data in high impact
weather scenarios: data mining and analytics in Basque Country

Abstract

In this contribution, we present different aspects related to the operational use of Twitter data in the context of high impact weather
scenarios at local level. We present some results and experiences from a proof of concept project that demonstrate how different data
mining and advanced analytics techniques, can be used in order to include social media data information for different operational tasks and
particularly during severe weather events in a weather service context like the Basque Meteorology Agency.

Introduction
Although social media industry is nowadays a very congested Marketplace, Twitter
continues to maintain its status as a popular social media platform with 330 million
monthly active users and 145 million daily active users sending more than 6,000 tweets.
every second in the world (Businessofapps 2021). In Spain case, 85% population are
social media users, with around 5 million Twitter profiles for a population around 47
million (Statista 2021). In the autonomous community of Basque country (CAE), with
2.17 million inhabitants in 7.234 km?, we can estimate that around 70% of total
population are social media users with a Twitter penetration of around 20%, after some
inference from Spanish data, Eustat and a study of 'Basque Youth and Social Media“
(EUSTAT 2020, Basque Youth Observatory 2018). It is noteworthy that Twitter is a social
tool that enables users to post messages (tweets) of up to 280 characters supporting a

extent of
as one of the most popular accounts in Basque Country (Gaztelumendi et al 2013).

Twitter is not only an opportunity to instantaneously spread messages to people
without intermediaries (Gaztelumendi et al 2013, 2015, Martija et al 2014, Palacio et al
2014), but also as a potential platform for valuable data acquisition using twitter API
capabilities (Twitter 2021).

The most important activity in Euskalmet are actions in severe weather events (GV
2018, Gaztelumendi et al 2012, 2013). Before the event, mainly centered in forecasting
and communication, during the event in nowcasting, surveillance and impact monitoring
and after the event in post-event analysis (Gaztelumendi 2013, 2016). During all these
complex processes, real time tweets posted by local users offer a huge amount of data
that conveniently processed could be useful for different purposes. For operational staff,
working at office during severe weather episodes, it is critical to understand in real time
the local effects that a severe phenomenon is causing and the correct perception of the

impact and social alarm. For this purposes, among others,

information associated with posted tweets can be extracted and exploited conveniently.

different

Methodology and Data

In this paper we summarize our experience during a proof of concept project for
automatic real time twitter mining and analysis and the key aspects to consider for
the development of an operational tool for Twitter API data exploitation at local
level. We present the main challenges and problems that we have had to face,
including how to deal with the lack of geolocation information, since in the case of
the Basque country, as in other parts of the world, tweets containing geotags are
the exception, not the rule.

Key findings and conclusions

v The increase in social interest around weather during severe weather episodes, is clearly reflected in
social networks, despite the size of the territory (approx. 100x100km) and the inherent limitations of the
Twitter API (theoretically only 1% of the live stream can be collected for free) (see fig 6)

<

Twitter content examination and analysis in order to extract some derived quantities aggregated for
different spatial and temporal scales could be the basis for an automatic surveillance and monitoring
social system that could be useful on real or deferred time.

<

Itis important to note that different Knowledge aggregation levels are present from spaal, temporal and

All data acquisition, data processing and analysis in the proof of concept project
are carried out with different scripts prepared by the author in R environment (R
Core Team 2020). Particularly useful in this context are the packag
(Kearney 2019), tidytext (Silge 2016), tidyr (Wickham 2020), tm (Feineter 2020)
and as usual dplyr (Wickham 2020) and ggplot (Wickham 2016).
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content characteristics and that information extraction is also possible at different levels of
(see figand 5).

Not only text content could be useful, available metadata (user characteristics, attached information, etc)
could have an important role.

Exact location information for a particular tweet (geo coordinates from where a tweet is send) is rarely
available but in many cases must be inferred from location field at different level of spatial aggregations
(municipalities, county, historical territories, etc..) (see fig2 and fig 3).

As a general rule, each single tweet without any location information or outside the area of surveillance
or impact interest (Basque country and surroundings) is not considered (see fig

Al tweets are categorized for potential credibility based on users characteristics. Known users are
categorized according to their general reliability considering different characteristics (official sources,
media, weather regular contributors, etc.). Unknown users are considered at low level credibility until an
analysisis made. As a general rule each single tweet content is considered inaccurate and suspicious.

A plausible rule-based methodology could be implemented, for tweets text content and location mining,
ata relatively low cost and serves as the basis for further and more complex developments.

In spite of the general positioning of Euskalmet in the Basque Country and the high penetration of
@Euskalmet in the Basque Twitter community, the officially used severe weather hagstaghs (defined in
Basque language and theoretically the key for discussion and topic analysis) apparently have a limited
impact outside the institutional users

Dictionaries / lexicons (topics, locations, etc.) must be implemented taking into account particular local
idiomatic aspects (Basque and Spanish mixed words) and peculiarities of language usage in social
networks (abbreviations, spelling mistakes, etc).

Different metrics (e.g. increasing ratios of number of a particular topic tweets) could be real time
monitored at different spatial and temporal scales as a sort of “social sensor” network. Population
distribution and other socio-cultural aspects need to be included in order to extract conclusions in the
side of impact

In this PoC project, a preliminary real-time tweet collection and classification system is implemented, as
well as some reduced monitoring and surveillance tools.

Visual data analytics techniques are essential for rapid human interpretation and they might be
actionable at real time.

Both, fully automatic and supervised systems are needed for a full operational exploitation of available
data.
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1- Basque Meteorology Agency (EUSKALMET). Parque tecnoldgico de Alava, Mifiano, Araba, Basque Country.
2- TECNALIA BRTA (Basque Research and Tehcnology Alliance), Meteorology Area. Parque tecnoldgico de Alava. Mifiano, Araba, Basque Country.

Results and Discussion

General Objetive: To have better
general and impact  information
before-during-after severe events that
makes it possible to deal correctly with
different Euskalmet's real time (RT)
and delayed time (DT) operations in
severe weather scenarios or other
natural hazards events.

acceptable proportion of Twitter
usage. Free Twitter APl availability.
Euskalmet presence in Twieter since
2010 with more than 117.000
followers and 64.000 posts. Euskalmet
today performs some kind of social
networks  surveillance  (particularly
Twitter) based on human monitoring
with tweetdeck (see more details in
context section, on the right).

First Iteration: Lean development,
successive iterations, minimum viable
product, modularity, focusing on users,
open source and low cost.

Final Goal: The implementation of an
operational  surveillance system of
impact considering social media, news
and emergencies data, fully integrated
with  actual  monitoring  and
surveillance  capabilities ~present in

Euskalmet. Proof of concept (PoC): in order to
Context:  Small country, highly demonstrate the practical potential of
concentrated population, ~ bilingual Automatic real time twitter data

with different penetration level of
Basque Llanguage. High usage of
internet, connected mobile phones,
and social network usage with an

mining and exploitation in real time
operational tasks. Focusing on two
main key aspects key aspects: data
mining and analytics.

Twitter mining and analytics.

Twitter, that originally was designed for effective and efficient two way communication,
could be considered today as one of the simplest (and most redundant) public
communications tool. Twitter provides high-volume, high-velocity and high-variety
unstructured data (big data) that can be used to support decision-making (e.g. O'Leary,
2015), particularly in the Euskalmet case (Gaztelumendi et al 2015b) and around meteo-
climatic business (Gaztelumendi et al 2016c).

There is substantial quantitative and qualitative information available for mining and
analysis in Twitter, including number of tweets, number of retweets, number of
followers and many others statistics and metrics (e.g. O'leary 2015). In addition, there is
substantial non-numeric qualitative information in terms of text that we need to

in some kind of

Twitter mining (e.g. O'leary 2015) and Twitter analytics (e.g. Kumar et al 2013) is
concerned with providing structure to the unstructured data in order to extract and
exploit information. Twitter text messages and metadata are our “data mine” and we
mine that data for its potential usage in the field of local impact weather. For this
purposes different modules and submodules are implemented for data acquisition,
filtering, cleaning, geolocation extraction, topic classification, analysis of content and
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Fig 6. Timeline of number of tweets related with heat topi (top) and
storm

When dealing with content analysis, different approaches are possible (e.g. Kruspe et al
2021,Reuter et al 2017, Kuman et al 2013). In our case, different and specific lexicons
has been prepared for different topics and in two different flavours: one for Twitter API
querying and other for general message content mining. In this PoC, just fully human-
based lexicons are prepared with the most frequents terms related with the so defined
key subjects nearly the same as causes available in the warning/alert/alarm operational
system (GV 2018, Gaztelumendi et al 2012). Lexicons are defined as bilingual, containing
Basque as Spanish terms. Note that single queries to the Twitter API are limited to 500
characters so, if needed, multiples queries are performed.

Different typologies could be used to categorize social media messages, based on
content and metadata, covering many dimensions as information provided, emotional
content, source, credibility, time, location, etc. (see tab 4.1 in chapter 4 Castillo 2016 for
more details). In our case, we include all metadata directly available for each tweet
from the API (more than 90 fields), including time, geolocation (if present), and user id
We also include some relevant derived from the different

Fig 1. General conceptual framework.

Data provision module.

Set of Twitter APIs queries for data acquisition based on
different R scripts and rtweet package executed
recursively each 5 minutes. Queries are pre-filtered (at
API level) by key-words and location. Final dataframes
(DF) are merged and labelled.

CONTEXT

Twitter and its structure.

Twitter general usage.
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Twitter APIs.
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User classification module.
Extract relevant user information for categorization purposes.
Users are classified and labelled according to different categories.
In the PoC just 4 users typologies are included:

, news/media, others. In next
steps further classification must be included with the fina idea of
characterizing potential credibility to a given content using derived

e AT i (e.g. influence metrics).

User related labels are included for each tweet in the tweets DF.

Medi, Places, Timelnes, etc. It s important t0 note that using the free verson of Twitter AP It i
impossible o retrieve Nistorical dta from the past as you can only go back 10 7-days. The Twitter

is focused.
Tweets and users may be missin search resuls. i completeness is _important
the premium or enterpre non-ree search APls should be consideed. Note that recently, new
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Location classification module.
Location data extraction at different aggregation level, directly
from geotogag available data (exact punctual lon lat

populationisyrituianomong tecgbories o CAE

1% of Basque houschald with a member aged between 16 and 74 have an internet comnection

From the point of view of the population, the percentages are very similr: 87.1%_populaton have
access to the Intenet at home, 78.3% have

PP or other instant messaging appicatons (96.1%) h:
information on goocs or services (83.8%), used emall (79.4%) or read news stories, newspapers o
magazines(74.3%).

Social networks in CAE.

102020, 62% of population (aged 13+) of Western Europe are active social mecia users, n Spai case 5.1,
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mode for Search Twets.

{610,200 vt mesagg appetons e uwm/w dally by 99%/98% Youtube 99% /73%,
of Twiter

Pollingor listening: Requests are made i a “any new  mode. e

box lon lat, etc) or indirectly extracting information from the text

location field (municipality, county, province, etc..). Those tasks

oriented to identifying the presence of ke terms from different
geographical lexicons prepared for this purpose. All the

information available is included in the tweets DF.

Message content classification module
Calegoruallon of Tweets messages with rule- based methodology
2020). Different keyword-based rules are used (as in a
expen system) to separate messages into categories defined by the
Piesence of i fererikey Word i helmssegs AR FoUeh I
generally d an ineffect h, Is the simplest and
most sualgh(iorward methodology, and this may work for certain
information categories that have a small, well-defined,

modules. In this PoC, mainly based on location and severe weather typology according
to warning/alert/alarm operational criteria.

Such modules are executed sequentially is an automatic process that organizes and
understands the large collections of available twitter data, by assigning “tags” or
categories according to each individual tweet characteristics (mainly from field
“location” and “text’). As a first iteration we implement different rule-based
classification modules by directly programming a set of hand-made rules based on the
content of textual fields. Defined rules are able to extract location information from the
“location” and “text” fields and to discern between tweets of different topics by looking
directly at semantically relevant elements of a particular “text” field content. Rules are
defined using dlfferent lexcons (lsts of words) and using diferent metrics. for

the highest frequency specific topics words.

set of terms that are highly discriminative (Castillo,
2016), as is the case. This module includes various Natural Language

Processing techniques for text pre-processing (e.g. tokenization,
stop words extraction, etc.)

Representation module.

data
Aply different visual data analytics techniques in order to
achieve a better as possible inclusion of relevant information
in the vigilance process. In the PoC just some basic graphics
are generated.

Fig 2. Squemoric representotion of PoC modules.
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