
Shallow subsurface lakes on Europa? Probably not . . .
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(1) Department of Geophysics, Charles University, Czech Republic (kackasladkova@gmail.com),
(2) Mathematical Institute, Charles University, Czech Republic

Abstract
In this paper, we study the heat production and thermal
evolution in the vicinity of Europa’s strike-slip faults.
Following up on the work by [4] and [3], we intro-
duce a model that couples tidally induced deformation
of Maxwell body on short timescale with a long-term
evolution of a mixture of ice and water described by
two-phase formalism. The model includes frictional
contact at the fault plane and consistently determines
the fault propagation depth and slip velocities. This al-
lows for more realistic estimates of frictional heating
at the fault and shear heating in its vicinity. Our results
indicate that melting point can be reached locally at the
fault at shallow depths (∼ 1.5 km) for certain range of
model parameters, however, producing larger partially
molten regions or even water pockets in the surround-
ings of Europa’s faults by the considered mechanism
is unlikely.

1. Introduction
Europa’s strikingly young surface together with the
observations of water plumes indicates an ongoing ac-
tivity in the ice shell. Apart from the global subsurface
ocean, water may also be present at shallower depths,
as hinted at by the morphology of Europa’s surface
[2], [5]. Therefore, a mechanism for water production
has been sought, and two possible scenarios have been
suggested: meltwater produced on the top of the hot
plumes by enhanced tidal dissipation [6] or by fric-
tional and shear heating in the vicinity of strike-slip
faults [4]. We revisit our previous study on generation
and transport of water below the strike-slip faults on
Europa [3], where a constant heating amplitude was
prescribed, and we improve the model of heat genera-
tion.

2. Model
In this study, we couple two models on two different
timescales. First, following up on [4], we compute
a response of a Maxwellian body subjected to shear
motions mimicking the tidal forcing on Europa’s day
timescale, see Fig. 1. Second, as in [3], the thermal

1 Physical Model
To model the heat generation and thermal evolution of Europa’s ice shell in the
vicinity of its strike-slip faults (see Figure ??) we describe ice behaviour on two
different timescales. First, following up on [?] a tidally induced deformation on
Europa’s day timescale (approx. 3,5 Earth’s days) is simulated by a viscoelastic
response of the ice. Second, based on [?] a thermal evolution of a mixture of
ice and water is approximated by a two-phase formalism - on viscous timescale
(thousands of years).
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Figure 1: A sketch of a part of the Europa’s ice shell with strike-slip fault in
the middle. The domain is tidally deformed through periodic velocity vload.
Thanks to the assumption of small variations along the fault we can reduce the
computational domain to two-dimensional cut perpendicular to the fault. Using
the antisymmetry of the problem, we can further decrease the domain to the
hatched square with solid borders.

1.1 Short-term viscoelastic tidal deformation
In the first part of the model, we calculate the shear and frictional heating
produced due to a viscoelastic deformation of the ice shell caused by the diurnal
tidal stresses.

Governing Equations
We solve an equation of continuity derived from the balance of mass and an equa-
tion of motion derived from the balance of linear momentum. As a step towards
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Figure 1: A sketch of a part of Europa’s ice shell.
The computational domain corresponds to the hatched
square with solid borders.

evolution of a mixture of ice and water is described by
a two-phase formalism on a viscous timescale (thou-
sands of years). Here, we concentrate on the first part,
i.e. the short-term (tidal) viscoelastic deformation in
the vicinity of Europa’s strike-slip faults. Assuming
the faults to be linear and long and postulating negligi-
ble variations in the fault direction (along the "y" axis
in Fig. 1), the problem reduces to two dimensions. As-
suming moreover perfect antisymmetry with respect to
z-axis in the x-z plane the computational domain cor-
responds to the hatched square in Fig. 1.

On the top boundary, we mimic the tidal forcing
kinematically by imposing velocity in the y direction
(periodic in time with the tidal period). The right and
the bottom sides are taken as free-slip boundaries. The
left boundary representing the fault is approximated
through a Navier-slip boundary condition with an ef-
fective friction coefficient approximating the activated
stick-slip frictional contact with given yield stress. In
terms of the traction in the y-direction at the fault, i.e.
Txy component of the Cauchy stress tensor T, we con-
sider the following two regimes:

1. Traction below yield limit, no sliding:
|Txy| < σY ⇔ vslip = 0,

2. Traction at the yield limit, sliding occurs:
|Txy| = σY ⇔ vslip 6= 0.
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Figure 2: Time evolution of the reference run: tem-
perature, shear and frictional heating are plotted along
the fault for different times - denoted by color. Dashed
line represents the steady state.

The considered yield stress σY is of a Coulomb type
with a constant coefficient of friction µf and the nor-
mal stress being approximated by overburden pres-
sure, i.e. we assume σY = µfρgh, where h denotes
the depth, ρ is the ice density and g is the magnitude
of gravity acceleration. The above described model is
approximated by a (continuous) Navier-slip boundary
condition with an effective friction coefficient βeff:

Txy = βeff vslip , βeff =
β∗[

1 +
(β∗|vslip|

σY

)α]1/α ,
where β∗ is an auxiliary friction coefficient parameter,
effective in low slip velocity limit and α is an (inte-
ger) parameter. The numerical solution is carried out
using the open source finite element software package
FEniCS [1].

3. Results
Our simulations indicate that the loading velocity de-
termines whether or not meltwater is generated. As

a reference value, we choose 1× 10−5m.s−1, roughly
corresponding to the surface displacement of one me-
ter per orbit. For this value, no meltwater appears, see
Fig. 2. With the loading velocity increased by fifty
per cent, we obtain three per cent of porosity localised
at the fault. On the other hand, varying the friction
coefficient modulates the depth of the fault and slip
velocity, but it does not significantly affect the water
production.

The negligible amount of produced meltwater and
absence of any partially molten bulk regions can be
explained by the fact that the frictional heating domi-
nates over the shear heating in our simulations (Fig. 2,
bottom). Frictional heating is localized at the fault, and
once melting is initiated there, further heating of the
fault’s vicinity is prevented by latent heat consump-
tion. We consider exponential weakening of the fric-
tional contact with the amount of meltwater, which
provides strong negative feedback, thus limiting the
maximum amount of meltwater that can be produced
by this mechanism. In [4] the shear heating in a vis-
cous vicinity of the fault tip was substantial due to the
presence of shear singularity. However, for deforma-
tion on the tidal time scale, the use of visco-elastic rhe-
ology is more appropriate, and our simulations demon-
strate that most of the tidal deformation in the fault’s
vicinity is in the elastic regime, not contributing to dis-
sipative heating.

To conclude, we have developed a numerical model
that couples the tidally induced viscoelastic deforma-
tion with the frictional contact at the fault and the
two-phase convection. Our results show that produc-
ing meltwater by shear and frictional heating in the
vicinity of strike-slip faults on Europa is possible, but
the meltwater is localized at the fault plane, and its
amount does not exceed few per cent. Generation
of larger shallow subsurface water reservoirs by this
mechanism appears very unlikely.
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