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Abstract

In this paper we present a parallel programming ap-
proach to evaluate illumination conditions at the lu-
nar south pole. Due to the small inclination (1.54°)
of the lunar rotational axis with respect to the eclip-
tic plane and the topography of the lunar south pole,
which allows long illumination periods, the study of
illumination conditions is of great importance. Sev-
eral tests were conducted in order to check the viabil-
ity of the study and to optimize the tool used to calcu-
late such illumination. First results using a simulated
case study showed a reduction of the computation time
in the order of 8-12 times using parallel programming
in the Graphic Processing Unit (GPU) in comparison
with sequential programming in the Central Process-
ing Unit (CPU).

1. Introduction

The calculation of illumination conditions for a cer-
tain Region of Interest (Rol) can be a highly time con-
suming process and mainly depends on the size of the
Rol. The illumination calculation is achieved by com-
paring the elevation of the Sun w.r.t. an observer on
the surface of the moon to the maximum elevation of
the terrain in the same direction. The calculation of
the visible fraction of the solar disk is then derived
which represents the degree of illumination.[2]. While
sequential programming executes processes one after
another, parallel programming executes multiple pro-
cesses at the same time [3]. If we consider each pixel
of our Rol as an individual process we can apply par-
allel programming techniques to evaluate the illumi-
nation for multiple pixels at the same time, and thus
reducing the computation time.

To achieve such an improvement we will have to
consider the size of the input data as well as the size
of the process to be executed concurrently. The paral-

lel programming approach has been programmed us-
ing Open Computing Language (OpenCL) and the se-
quential approach using C++. The test case was run
on a quad-core Intel Xeon CPU and a Nvidia Quadro
FX 1800 GPU.

2. Method

We have conducted a simulation by using a variable re-
gion of interest (1000 to 10000000 pixels) and differ-
ent platforms (CPU and GPU) to check whether and to
which degree the use of OpenCL decreases the compu-
tation time. The case study has been set up as a simple
vector addition problem to be executed for each pixel
and all the process repeated for 360 times. The reason
to do such a repetition is to simulate the derivation of
a complete horizon as seen in Fig. 1 from an observer
on the lunar surface.
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Figure 1: Preliminary results of an horizon as seen
from an observer near the lunar south pole. The dis-
tance to the horizon is color coded.

Five different approaches have been studied in this
paper, one sequential programming approach using
C++ on the CPU, one parallel approach using OpenCL
on the CPU and 3 parallel approaches using OpenCL
on the GPU.

For the OpenCL approaches different configura-
tions have been considered. The OpenCL CPU ap-



proach uses the maximum number of cores in our card.
For the OpenCL GPU approaches 3 different scenarios
have been considered varying the number of processes
(threads) that can be launched concurrently: 1 thread,
2 threads and an optimal number of threads. In this
case the variation of the number of threads will change
the number of pixels that can be computed at the same
time.

3. Results

For a small number of pixels, no difference between
the approaches can be noticed. As the number of pix-
els of the Rol increase the approaches start to show
different behaviors. From Fig. 2 we can conclude that
the usage of the GPU with 1 thread is twice as slow as
the CPU approach. This is due to the time necessary
for the GPU to access the data stored in the memory.
When the number of threads is increased the time will
be reduced as there will be more than one process run-
ning at the same time. The use of an optimal number
of threads will increase the performance of our tool by
a factor of 8-12 with respect to the CPU C++ approach
and by an order of 3 with respect to the CPU OpenCL
approach. As can be noted in Fig. 2 the use of OpenCL
running on the GPU with an optimal number of threads
is unrivaled for larger areas.
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Figure 2: Comparison of computation time for each
approach depending on the size of the input data.

4. Summary and Conclusions

Five different tests were conducted in order to deter-
mine the performance of parallel programming in gen-
eral and especially for the calculation of illumination
conditions. The results show that the use of parallel
programming on the GPU in combination with larger
Rols can improve the performance significantly in
comparison with sequential programming approaches.

Since the analyzed Rols are in the order of hundred
thousands to millions of pixels [1], the GPU approach
is evidently favorable.

Considering the results we can assume that an
OpenCL GPU approach using its optimal number of
threads will decrease the computation time in the or-
der of 8-12 compared to an approach using C++ in the
CPU and in the order of 3 compared to an approach
using OpenCL in the CPU.

5. Future Work

The final goal of such a study is to develop an OpenCL
tool to calculate the horizon and illumination condi-
tions using the CPU and the GPU respectively. Cur-
rently a first version of the OpenCL CPU tool for the
calculation of the horizon is cross-validated. Once the
tool is fully operational we will be able to quickly de-
rive illumination conditions for various sites at the lu-
nar south pole.
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