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Pakistan has much diversity in seasonal variation of different locations. Some areas are in desserts and remain very
hot and waterless, for example coastal areas are situated along the Arabian Sea and have very warm season and a
little rainfall. Some areas are covered with mountains, have very low temperature and heavy rainfall; for instance
Karakoram ranges. The most important variables that have an impact on the climate are temperature, precipitation,
humidity, wind speed and elevation. Furthermore, it is hard to find homogeneous regions in Pakistan with respect
to climate variation.

Identification of homogeneous regions in Pakistan can be useful in many aspects. It can be helpful for prediction
of the climate in the sub-regions and for optimizing the number of monitoring sites. In the earlier literature no one
tried to identify homogeneous regions of Pakistan with respect to climate variation. There are only a few papers
about spatio-temporal clustering of monitoring network.

Steinhaus (1956) presented the well-known K-means clustering method. It can identify a predefined number of
clusters by iteratively assigning centriods to clusters based.

Castro et al. (1997) developed a genetic heuristic algorithm to solve medoids based clustering. Their method is
based on genetic recombination upon random assorting recombination. The suggested method is appropriate for
clustering the attributes which have genetic characteristics.

Sap and Awan (2005) presented a robust weighted kernel K-means algorithm incorporating spatial constraints for
clustering climate data. The proposed algorithm can effectively handle noise, outliers and auto-correlation in the
spatial data, for effective and efficient data analysis by exploring patterns and structures in the data.

Soltani and Modarres (2006) used hierarchical and divisive cluster analysis to categorize patterns of rainfall in Iran.
They only considered rainfall at twenty-eight monitoring sites and concluded that eight clusters existed. Soltani and
Modarres (2006) classified the sites by using only average rainfall of sites, they did not consider time replications
and spatial coordinates.

Kerby et.al (2007) purposed spatial clustering method based on likelihood. They took account of the geographic lo-
cations through the variance covariance matrix. Their purposed method works like hierarchical clustering methods.
Moreovere, it is inappropiriate for time replication data and could not perform well for large number of sites.

Tuia.et.al (2008) used scan statistics for identifying spatio-temporal clusters for fire sequences in the Tuscany
region in Italy. The scan statistics clustering method was developed by Kulldorff et al. (1997) to detect spatio-
temporal clusters in epidemiology and assessing their significance. The purposed scan statistics method is used
only for univariate discrete stochastic random variables.

In this paper we make use of a very simple approach for spatio-temporal clustering which can create separable
and homogeneous clusters. Most of the clustering methods are based on Euclidean distances. It is well known that
geographic coordinates are spherical coordinates and estimating Euclidean distances from spherical coordinates is
inappropriate. As a transformation from geographic coordinates to rectangular (D-plane) coordinates we use the
Lambert projection method. The partition around medoids clustering method is incorporated on the data including
D-plane coordinates. Ordinary kriging is taken as validity measure for the precipitation data. The kriging results
for clusters are more accurate and have less variation compared to complete monitoring network precipitation data.
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